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The Bulgarian Event Corpus (BEC): 
Models for Extracting Knowledge from Text

• The main reason for the construction of the BEC corpus is to have 
appropriate data for training Named Entity Recognition (NER), Named 
Entity Linking (NEL) and Event Recognition models

• Such models would help us in the extraction of structured knowledge from 
domain texts in the area of Social Sciences and Humanities (SSH)

• The extracted structured knowledge will be ultimately used for the creation 
of a Bulgaria-centric Knowledge Graph

• The corpus comprises a wide variety of domain texts: 
• historical texts from different periods of Bulgarian history; 
• cultural artefacts like church icons; 
• scientific publications; 
• archival documents; 
• encyclopedic articles from Bulgarian Wikipedia 

• In the initial annotation of the corpus we concentrated on:
• a rich set of Named Entities,
• some general concepts and events that happen to be frequent

• In order to control and predict the structure of the extracted knowledge, 
the annotation scheme followed the philosophy of CIDOC-CRM - 
ontology which has been widely used in the area of GLAM (Galleries, 
Libraries, Archives, and Museums) and Humanities

• In addition, we used event descriptions from FrameNet, and locally 
adjusted the scheme to our data.
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2. BEC Specifics and Annotation Schema
5. The Experimental Set Up

• Several Annotation Levels: Named Entity Annotation - PER, LOC, 
LOC-GPE, ORG, TIME; Events and Roles – Event definition and 
participants roles: Event(Role01, Role02, …). Kappa: between 0.87 and 
1.0

• Events are selected on the basis of ontology CIDOC-CRM and extended 
with frames from FrameNet: between 0.87 and 0.91

• Named Entities are annotated with identifiers from Bulgarian DBPedia

3. Named Entities Types

4. Event Types

We use our own pre-trained general purpose LLMs.
● For the NER we use BERT models
● We model the Event Extraction as conditional generation and thus we 

use encoder-decoder T5 models and decoder-only Llama models
The model generates a list of events from an input sentence.

For the output structure, we 
consider a structural 
representation in a JSON 
compatible scheme. The models 
were trained to produce a list of 
dictionary data structures, each 
representing a single event. Each 
event has three fields: type, text 
span and list of roles - with type 
and text span

We fine-tune the models to generate a list of JSON objects, conditioned on 
an input sentence. The training is done for 10 epochs on sentence level 
with batch size of 256 and linearly decaying learning rate of 3e-04

Example event representation of the sentence:
He is a prime-minister of Bulgaria in the 
government of BZNS (1919 – 1923)

 

Results show that encoder-decoder 
models (like T5) are more suitable 
for the event extraction task.


